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Closed algebraic formulae were deduced for the description of the quantitative evolution of chirality in consecutive asymmetric autocatalytic reaction cycles. These formulae enable the estimation of the initial enantiometric excesses in the very first cycles of absolute enantioselective syntheses performed by Soai-autocatalysis. The initial (statistical) excesses in the homogeneous variant of the Soai-autocatalysis show normal (Gaussian) distribution, corresponding to the "coin-tossing" model of an achiral-tochiral transformation.
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## 1. Introduction

Asymmetric (enantioselective) autocatalysis is believed to be one of the most important chemical phenomena which are responsible for the origin and

[^0]actual operation of life [1]. Even if this link is known (theoretically) since more than a half of a century [2], it was only a decade ago when the first experimentally well-documented chemical system of this kind was reported [3] by Soai et al.


Scheme 1. (with the R isomer the reaction proceeds analogously).

This reaction (now generally called Soai-reaction, Scheme 1) was found to be extremely sensitive, capable to the amplification of even very small enantiomeric excess ${ }^{1}$ of its product (added at the beginning of the reaction) in a few repeated (consecutive) reaction batches [4]. This sensitivity prompted the Tokyo group to attempt the realization of asymmetric synthesis from achiral substances without any chiral additive, in the absence of asymmetric physical fields [5]. These conditions correspond to the most rigorous definition of absolute asymmetric enantioselective synthesis (AES) [6], a problem which emerged more than 100 years ago [7]. It can be reasonably believed, that in this "absolute" variant of the Soai-reaction the statistical fluctuation of the numbers of molecules of the two enantiomers is amplified to measurable (even very high) levels [2, 7]. These results represent a strong argument, that the Soai-autocatalysis is the closest model of the origin of the biological chirality $[1,6 c, 8]$ ever found and consequently it is of fundamental importance both for biology and for chemistry. Well understandable, that these weighty circumstances induced feverish research activity in several Laboratories, aimed at better understanding and (eventual) generalization of this reaction. These studies utilized chemical kinetics [9], probability [10], spectroscopy [11] and other theoretical approaches [12] to achieve these goals, however, a real "breakthrough" has not yet been achieved. Our groups joined these efforts by deducing a simple, but efficient empirical formula for the quantitative description of the asymmetric autocatalysis [13], which manifested itself to be fairly useful in the analysis of some important aspects of

[^1]the Soai-reaction [14]. In this report, we present the mathematical background of this formula, together with some model calculations to demonstrate its utility.

## 2. Results and discussion

The empirical formula for the (time-independent) quantitative description of enantioselective autocatalysis relates the enantiomeric excess in the product ( $e e_{\text {prod }}, \%$ ) to the maximum $e e$ achieved in the given system ( $e e_{\text {max }}, \%$ ) and the initial excess of the product ( $e e_{\text {start }}, \%$ ) which last parameter is defined as added quantity of the product in the first catalytic cycle (expressed as mol $\%$ with respect to the substrate aldehyde). A dimensionless constant is coming from integration (B). This equation is as follows:

$$
\begin{equation*}
e e_{\mathrm{prod}}=e e_{\max } \frac{e e_{\mathrm{start}}}{B+e e_{\mathrm{start}}} \tag{1}
\end{equation*}
$$

In the case of consecutive autocatalytic steps $e e_{\text {prod }}$ of the $i$ th reaction becomes $e e_{\text {start }}$ of the next $(i+1)$ th step:

$$
\begin{equation*}
e e_{\text {prod }, i+1}=e e_{\max } \frac{e e_{\mathrm{start}, i+1}}{B+e e_{\mathrm{start}, i+1}}=e e_{\max } \frac{e e_{\mathrm{prod}, i}}{B+e e_{\mathrm{prod}, i}} \tag{2}
\end{equation*}
$$

These equations can be used for comparison of different autocatalytic systems as well as for step-by-step analysis of consecutive catalytic cycles. The step-by-step calculations could be performed by computer. Here we demonstrate that the problem can be handled also by an algebraic approach.
Let us define (for clarity) the following

$$
\begin{aligned}
& e e_{\operatorname{prod}(i)} \equiv x(i), \quad \text { where } i=0,1,2, \ldots \\
& e e_{\max } \equiv a \\
& B \equiv b
\end{aligned}
$$

Then for $i=0,1,2, \ldots$ we obtain $x(i)=a \frac{x(i-1)}{b+x(i-1)}$, with a, $b>0$ and $x(0) \equiv$ $x>0$. Setting

$$
\begin{equation*}
g(x)=\frac{a x}{b+x} \tag{4}
\end{equation*}
$$

we consider the composition of functions defined by:

$$
\begin{equation*}
g^{2}(x):=g \circ g(x) \equiv g[g(x)], \quad g^{i+1}(x):=g \circ g^{i}(x) \equiv g\left[g^{i}(x)\right] \tag{5}
\end{equation*}
$$

All such compositions exist since the range of $g$ is contained in the domain of $g$ : indeed $g(x)>0$ for any $x>0$. Then $x(i+1)$ is obtained by iteration of the composition of functions:

$$
\begin{equation*}
x(i+1)=g[x(i)]=g^{2}[x(i-1)]=\cdots=g^{i+1}[x(0)] . \tag{6}
\end{equation*}
$$

We want to prove that

$$
\begin{equation*}
g^{i}(x)=\frac{a^{i}}{x^{-1} b^{i}+b^{i-1}+a b^{i-2}+\cdots+a^{i-2} b+a^{i-1}} \quad \text { for any } i \in N \tag{7}
\end{equation*}
$$

where $N$ is the set of natural numbers. Indeed the formula holds for $i=1$ :

$$
\begin{equation*}
g(x)=\frac{a}{x^{-1} b+1} \tag{8}
\end{equation*}
$$

Now let us suppose that (7) holds for an index $i$ (inductive hypothesis). Then

$$
\begin{align*}
g^{i+1}(x) & =a \frac{g^{i}(x)}{b+g^{i}(x)}=a \frac{\frac{a^{i}}{x^{-1} b^{i}+b^{i-1}+a b^{i-2}+\cdots+a^{i-2} b+a^{i-1}}}{b+\frac{a^{i}}{x^{-1} b^{i}+b^{i-1}+a b^{i-2}+\cdots+a^{i-2} b+a^{i-1}}} \\
& =\frac{a^{i+1}}{x^{-1} b^{i+1}+b^{i}+a b^{i-1}+\cdots+a^{i-1} b+a^{i}} . \tag{9}
\end{align*}
$$

Therefore, by the induction principle, the formula (7) is proved for all $i \in N$. In particular, if $a=b$ formula (7) reads:

$$
\begin{equation*}
g^{i}(x)=\frac{a^{i}}{x^{-1} a^{i}+i a^{i-1}} \quad \text { for } a=b, \quad i \in N \tag{10}
\end{equation*}
$$

In all other cases, by algebraic factorization the final formula is:

$$
\begin{equation*}
g^{i}(x)=\frac{a^{i}}{x^{-1} b^{i}+\frac{\left(b^{i}-a^{i}\right)}{b-a}} \quad \text { for } b \neq a, \quad i \in N \tag{11}
\end{equation*}
$$

With the original notation we have:

$$
\begin{equation*}
e e_{\operatorname{prod}(i)}=\frac{e e_{\max }^{i}}{e e_{\operatorname{start}(0)}^{-1} B^{i}+\frac{\left(B^{i}-e e_{\max }^{i}\right)}{B-e e_{\max }}}, \quad B \neq e e_{\max } \tag{12}
\end{equation*}
$$

It appears that the inflexion point of the $e e_{\text {prod }, i}$ versus $i$ diagrams could be a very useful parameter characterizing the sensitivity of the given autocatalytic system.

For the deduction of the inflexion point let us consider the right-hand side of formula (11), or (10) as a continuous function $f(i)$, for $i>0$, having fixed $x, a, b$. We have:

$$
\lim _{i \rightarrow 0} f(i)=x, \quad \lim _{i \rightarrow+\infty} f(i)=\left\{\begin{array}{l}
a-b, b<a  \tag{13}\\
x, b=a \\
0, b>a
\end{array}\right.
$$

Therefore an increasing inflexion is expected when $b<a$ and $x<a-b$. In such a case we set

$$
\begin{equation*}
f(i)=\frac{a^{i}}{c b^{i}-\frac{a^{i}}{b-a}}, \quad \text { where } \quad c=x^{-1}+\frac{1}{b-a} \tag{14}
\end{equation*}
$$

Since $\frac{\mathrm{d}}{\mathrm{d} i} a^{2 i}=2(\log a) a^{2 i}, \frac{\mathrm{~d}(a b)^{i}}{\mathrm{~d} i}=(\log a b)(a b)^{i}$, the first and the second derivatives are:

$$
\begin{align*}
\frac{\mathrm{d} f(i)}{\mathrm{d} i}= & \left(c b^{i}-\frac{a^{i}}{b-a}\right)^{-2} \cdot\left\{a^{i}(\log a)\left(c b^{i}-\frac{a^{i}}{b-a}\right)-a^{i}\left[c b^{i}(\log b)\right.\right. \\
& \left.\left.-\frac{a^{i}}{b-a} \log a\right]\right\}=\left(c b^{i}-\frac{a^{i}}{b-a}\right)^{-2} \cdot c\left(\log \frac{a}{b}\right)(a b)^{i}  \tag{15}\\
\frac{\mathrm{~d}^{2} f(i)}{\mathrm{d} i^{2}}= & \left(c b^{i}-\frac{a^{i}}{b-a}\right)^{-4} \cdot\left\{\left[c ( \operatorname { l o g } \frac { a } { b } ) \left(\log (a b)(a b)^{i} \cdot\left(c b^{i}-\frac{a^{i}}{b-a}\right)^{2}\right.\right.\right. \\
& \left.-2\left(c b^{i}-\frac{a^{i}}{b-a}\right)\left[c b^{i} \log b-\frac{a^{i}}{b-a} \log a\right] \cdot c\left(\log \frac{a}{b}\right)(a b)^{i}\right\} \tag{16}
\end{align*}
$$

Dividing by $c(a b)^{i} \log \frac{a}{b}\left(c b^{i}-\frac{a^{i}}{b-a}\right)$, and setting $f^{\prime \prime}(i)=0$ we obtain:

$$
\begin{equation*}
(\log a b) b^{i} c-\frac{a^{i}}{b-a}(\log a b)-2 b^{i} c(\log b)+2 \frac{a^{i}}{b-a}(\log a)=0 \tag{17}
\end{equation*}
$$

This gives

$$
\begin{equation*}
c b^{i}(\log a b-2 \log b)+\frac{a^{i}}{b-a}(-\log a b+2 \log a)=0 \tag{18}
\end{equation*}
$$

or

$$
\begin{equation*}
c b^{i}+\frac{a^{i}}{b-a}=0 \tag{19}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
f^{\prime \prime}(i)=0 \quad \Leftrightarrow \quad\left(\frac{b}{a}\right)^{i}=\frac{1}{c(a-b)} \tag{20}
\end{equation*}
$$



Fig 1. Evolution of product $e . e$. with $a=98, b=78, x=10^{-10}$.
when

$$
\begin{equation*}
i_{\circ}=\frac{\log [c(a-b)]}{\log \frac{a}{b}} \tag{21}
\end{equation*}
$$

In the following part of the present paper we show two examples of the application of the results (Examples 1 and 2).
Example (1). We show here the sensitivity of the $\mathrm{f}(i)$ function (Figures 1-3) to the integration constant $b$ with respect to the $e e_{\text {max }}$. For $a=98, b=78, x=$ $10^{-10}$ we have $c=x^{-1}+(b-a)^{-1}=10^{10}-\frac{1}{20} \cong 10^{10}$ so that $i_{\circ} \cong$ $\log \left(10^{10} 20\right)\left(\log \frac{98}{78}\right)^{-1}=114.0004$. The value of $f$ at the inflexion point:

$$
f\left(i_{\circ}\right) \cong f(114)=\frac{98^{114}}{10^{10} \cdot 78^{114}+\frac{\left(78^{114}-98^{114}\right)}{98-78}} \cong 10
$$

which is about a half of the difference between the limiting values of $f$ :

$$
\lim _{i \rightarrow \infty} f(i)-f(0+)=\frac{1}{2}(a-b-x)=\frac{1}{2}\left(98-78-10^{-10}\right) \cong 10 .
$$

For $a=98, b=0.1, x=10^{-10}$ we have $c \cong x^{-1}=10^{10}$ so that $i_{o} \cong \log \left(10^{10}\right.$. 97.9) $\left(\log \frac{98}{0.1}\right)^{-1}=4.008651$. The value of $f$ at this inflexion point is $f\left(i_{0}\right)=$ $f(4.008651)=48.95$, which is about a half of the total increment of $f: \frac{1}{2}(98-$ $0.1)=\frac{97.9}{2}=48.95$


Fig 2. Evolution of product e.e. with $a=98, b=0.1, x=10^{-10}$.


Fig 3. Evolution of product e.e. with $a=98, b=108, x=10^{-10}$.

For a case, where $a<b$, as $a=98, b=108$ (figure 3) no chiral enrichment, even just the contrary, "racemization", occurs. This behaviour is general: $f$ vanishes if $i$ increases for all $a<b$ cases.
Example (2). In this example, we show the usefulness of formulae (11) or (12) for the calculation of initial (non-measurable) enantiomeric excesses (ee) from final (measurable) ee-values, knowing the number of catalytic cycles $i$ used for this amplification of chirality.

While the formula (11) gives the enantiometric excess product at the $i$ th step as a function $g^{i}(x)$ of the initial value $x=e . e \cdot$ start $(0)$, it may be useful to write explicitly the inverse formula, too. Setting $y=g^{i}(x)$ we find

$$
\begin{equation*}
y \cdot x^{-1} b^{i}+y \cdot \frac{b^{i}-a^{i}}{b-a}=a^{i} \tag{22}
\end{equation*}
$$

that is

$$
\begin{equation*}
\frac{1}{x}=\frac{a^{i}(b-a)-y\left(b^{i}-a^{i}\right)}{b^{i} y(b-a)} \tag{23}
\end{equation*}
$$

Therefore the inverse function of $g^{i}$ has the following expression:

$$
\begin{equation*}
x=g^{-i}(y)=\frac{b^{i} y(b-a)}{a^{i}(b-a)-y\left(b^{i}-a^{i}\right)}, \quad i \in N, b \neq a . \tag{24}
\end{equation*}
$$

In the original notation this means that

$$
\begin{equation*}
e e_{\text {start }}(0)=\frac{B^{i} \cdot e e_{\text {product }}(i) \cdot\left(B-e e_{\max }\right)}{e e_{\max }^{i}\left(B-e e_{\max }\right)-e e_{\text {product }} \cdot\left(B^{i}-e e_{\max }^{i}\right)}, \quad i \in N \tag{25}
\end{equation*}
$$

Formulae (24) or (25) can be used conveniently for the determination of the initial $e e$-s in absolute enantioselective catalytic experiments. From the data set $\mathrm{S}(\mathrm{A})$ and $\mathrm{S}(\mathrm{B})$ we obtain the $e e$-start values by the formula (25) applied with $i=3$, $e e_{\max }=99, B=(3.7) 10^{-5}$. The plots of the $e e_{\text {prod }}$ values (\%), with sign, versus the corresponding $\left|e e_{\text {start }}\right|$ (absolute) values of the third backward step are shown in figure 4 (for $S(A)$ ) and figure 5 (for $S(B)$ ).

A statistical evaluation of the "initial" ee-values (with sign) has been performed by a Kolmogorov-Smirnov test [15]. In case S(A) the $e e_{\text {start }}$ data (third step backward) are compatible with normality of the distribution: $D=0.1024$, with $p$-value $=0.8325$. As a consequence, this is compatible with a binomial initial distribution of the enantiomers. On the contrary, the $e e_{\text {start }}$ values corresponding to $\mathrm{S}(\mathrm{B})$, at the third step backward turn out to be non-normally distributed, with the Kolmogorov-Smirnov statistics $D=0.2035$ and $p$-value 0.001909 . The graphical comparison supports these interesting results (figures 6 and 7).

## 3. Conclusions

(A) The equation deduced in the present work can be successfully utilised for the calculations:
(i) determination of the "statistical" initial $e e-s$ in absolute enantioselective catalytic experiments. The values obtained are in good agreement with the values expected on the basis of probability theory;


Fig 4. The $e e_{\text {prod }}$ data from $\mathrm{S}(\mathrm{A})$ versus the $\left|e e_{\text {start }}\right|$ values as calculated by the inverse formula (25).


Fig 5. The $e e_{\text {prod }}$ data from $\mathrm{S}(\mathrm{B})$ versus the $\left|e e_{\text {start }}\right|$ values as calculated by the inverse formula (25).
(ii) determination of the number of catalytic cycles needed in a system of a certain sensitivity (given $e e_{\max }$ and B ) for achieving high $e e_{\text {prod }}$ values;
(iii) determination of the limits of the Soai-type systems: catalytic amplification of chirality can be expected only if $B<e e_{\max }$, while for $B=e e_{\max }$ no change and for $B>e e_{\max }$ inhibition ("racemization") occurs.


Fig 6. The histogram of the $e e_{\text {start }}$ data from $\mathrm{S}(\mathrm{A})$.


Fig 7. The histogram of the $e e_{\text {start }}$ data from $\mathrm{S}(\mathrm{B})$.

It is expected that the use of the mathematically based formulae for the quantitative description of the Soai-autocatalysis will contribute to efforts at generalization of this exceptionally important reaction.
(B) System $S(A)$ is essentially homogeneous, while $S(B)$ heterogeneous. The fact that $S(A)$ at the very beginning of the molecular events shows a behaviour close to normal distribution is (a) unexpected in the light of our recent analysis of the data obtained after the third catalytic cycle [16], but (b) it is of high
diagnostic value regarding the nature of the earliest phase [9, 12] of the Soaiautocatalysis. The deviation of also the initial phase of $S(B)$ from normality might be due to its heterogeneous character.

## References

[1] (a) L. Keszthelyi, Quart. Rev. Biophys. 28 473-507 (1995). (b) G. Pályi, C. Zucchi and L. Caglioti, in: Advances in BioChirality, eds. G. Pályi, C. Zucchi and L. Caglioti (Elsevier, Amsterdam, 1999), pp. 3-12. (c) G. Pályi, K. Micskei, L. Bencze and C. Zucchi, Magyar Kém. Lapja 58 218-223 (2003).
[2] (a) F.C. Frank, Biochim. Biophys. Acta 11 459-463 (1953). (b) V.A. Avetisov and V.I. Goldanskii, Proc. Natl. Acad. Sci. USA 93 11435-11442 (1996). (c) M. Bolli, R. Micura and A. Eschenmoser, Chem. Biol. 4 309-320 (1997).
[3] (a) K. Soai, T. Shibata, H. Morioka and K. Choji, Nature 378 767-768 (1995). (b) K. Soai, T. Shibata and I. Sato, Acc. Chem. Res. 33 382-390 (2000). (c) K. Soai and I. Sato, Viva Origino 30 186-198 (2002).
[4] I. Sato, H. Urabe, S. Ishiguro, T. Shibata and K. Soai, Angew. Chem., Int. Ed. 42 315-317 (2003).
[5] (a) K. Soai, T. Shibata and Y. Kowata, Jpn. Kokai Tokyo Toho 9,268,179 (1997). (b) K. Soai, I. Sato, T. Shibata, S. Komiya, M. Hayashi, Y. Matsueda, H. Imamura, T. Hayase, H. Morioka, H. Tabira, J. Yamamoto and Y. Kowata, Tetrahedron Asymmetry 14 185-188 (2003). (c) K. Soai, T. Shibata and I. Sato, Bull. Chem. Soc. Jpn. 77 1063-1073 (2004). (d) T. Kawasaki, K. Suzuki, M. Shimizu, K. Ishikawa and K. Soai, Chirality 18 479-482 (2006).
[6] (a) B.L. Feringa and R.A. van Delden, Angew. Chem., Int. Ed. 38 3418-3438 (1999). (b) K. Mislow, Coll. Czechoslov. Chem. Commun. 68 849-864 (2003). (c) G. Pályi, K. Micskei, L. Zékány, C. Zucchi and L. Caglioti, Magyar Kém. Lapja 60 17-24 (2005).
[7] (a) K. Pearson, Nature 58 495-496 (1898); 5930 (1898). (b) W.H. Mills, Chem. Ind. (Lond.), 750-759 (1932). (c) E.Haviga, Biochim. Biophys. Acta 13 171-174 (1953). (d) W.A. Bonner, Top. Stereochem. 18 1-96 (1988). (e) J.S. Siegel, Chirality 10 24-27 (1998).
[8] L. Caglioti, C. Hajdu, O. Holczknecht, L. Zékány, C. Zucchi, K. Micskei and G. Pályi, Viva Origino 34 62-80 (2006).
[9] (a) I. Sato, D. Omiya, K. Tsukiyama, Y. Ogi and K. Soai, Tetrahedron Asymmetry 12 1965-1969 (2001). (b) I. Sato, D. Omiya, H. Igashi, K. Kato, Y. Ogi, K. Tsukiyama and K. Soai, Tetrahedron Asymmetry 14 975-979 (2003). (c) F.G. Buono, H. Iwamura and D.G. Blackmond, Angew. Chem. Int. Ed. 43 2099-2103 (2004). (d) J. Rivera-Islas, D. Lavabre, J.M. Grevy, R. Hernandez-Lamoneta, H. Royas-Cabrera, J.-C. Micheau and T. Bushe, Proc. Natl. Acad. Sci. USA 102 13743-13748 (2005).
[10] G. Lente, J. Phys. Chem. A 108 9475-9478 (2004); 109 11058-11063 (2005); 110 12711-12713 (2006).
[11] I.D. Gridnev, J.M. Serafimov and J.M. Brown, Angew. Chem. Int. Ed. 43 4884-4887 (2004).
[12] (a) P.G. Mezey, J. Math. Chem. 23 65-84 (1998). (b) P.G. Mezey, in: Progress in Biological Chirality eds. G. Pályi, C. Zucchi and L. Caglioti (Elsevier, Oxford, UK, 2004), pp. 209-219. (c) P.G. Mezey, J. Comput. Math. Sci. Eng. 5 109-114 (2005).
[13] K. Micskei, G. Póta, L. Caglioti and G. Pályi, J. Phys. Chem. A 110 5982-5984 (2006).
[14] K. Micskei, M. Maioli, C. Zucchi, L. Caglioti and G. Pályi, Tetrahedron Asymmetry 17 29602962 (2006).
[15] R. Bartoszynski and M. Niewiadomska-Bugaj, Probability and Statistical Inference (Wiley, New York, 1996), p. 729.
[16] B. Barabás, L. Caglioti, C. Zucchi, M. Maioli, E. Gál, K. Micskei and G. Pályi, J. Phys. Chem., submitted (2007).


[^0]:    * Corresponding author.
    ** This paper is dedicated to the 60th birthday of Prof. P.G. Mezey, a pioneer of modern theoretical chemistry.

[^1]:    ${ }^{1}$ Enantiomeric excess, $e e=[\mathrm{S}]-[\mathrm{R}] /([\mathrm{S}]+[\mathrm{R}])$, or $[\mathrm{R}]-[\mathrm{S}] /([\mathrm{S}]+[\mathrm{R}])$ where $[\mathrm{S}]$ and $[\mathrm{R}]$ are the molar ( $\mathrm{mol} / \mathrm{L}$ ) concentrations of the S and R isomers of a chiral product, these ratios are usually multiplied by 100 and expressed as $e e \%$.

